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A.  Introduction


Legal economists measure social welfare through the aggregation of revealed preferences.
  Law x is favored over law y if citizens prefer the state of the world under law x to that under law y.
  But it has long been recognized that laws are capable of changing people’s preferences.
  There results an interesting conundrum:  if preferences are the measure of welfare, how can we measure welfare when preferences change?


For example, imagine that the mayor of a small city, tired of accusations that the city’s citizens lack culture, is considering whether or not to mandate that every adult enroll in a six-week wine tasting course.  Currently, most of the city’s citizens are pleased that they have unsophisticated palettes, because they are able to enjoy wine without spending very much money.  They fear (correctly) that if their palettes become educated, their wine expenditures will swell dramatically.  Once they have taken the wine tasting course, however, most of the city’s citizens are astonished at the joy they derive from their new appreciation of fine wines and feel that the more expensive wines are easily worth the money.  After the course, in other words, people believe they are better off.  Their tastes have shifted so that they now prefer – contrary to their pre-course tastes – the universe in which they have enrolled in the wine tasting course.


Assuming that the mayor wants to promote the welfare of the city’s citizens, should she mandate the wine tasting course or not?  Measuring welfare by people’s pre-shift preferences, clearly the mayor should not implement the new policy.  Before they have taken the course, most people prefer not to develop a more sophisticated palette; they anticipate a decline in their utility from any expansion of their knowledge of fine wines.  But measuring welfare by people’s post-shift preferences, the mandatory course is utility enhancing.  Which measure is more appropriate?


My own view, contrary to other theorists who have written on the subject, is that the new preferences should count exclusively in all but a few cases.  Applying the new preferences better respects individual autonomy.  The one exception to this rule should be when the shift in preferences is accomplished by force that circumvents the subject’s reason, applied against the subject’s will.

B.  Education


It is fairly easy to see why the new preferences should count in my wine-tasting example.  Education represents the core case of “correcting” preferences.  The people in my example believed that their utility would decline once they acquired an appreciation for fine wines, but this belief turned out to be incorrect, the result of too little information, or poor information.  Had they understood the enormous pleasures a wine-tasting course could bring them, they would no doubt have whole-heartedly approved of the idea.  


To adopt Albert O. Hirschman’s terminology, the people had a metapreference for taking the wine-tasting course.
  Although their first-order preference was to avoid further education, they had a contrary second-order preference.  This second-order preference was not revealed by their initial choice.  It may in fact be characteristic of second-order choices that they are not easily discoverable by observing actual choices.
  Nevertheless, it is clear that the city’s citizens possessed a metapreference for the wine-tasting course because after taking the course (against their will), they felt they were better off.  


A word of explanation is necessary here about metapreferences.  I do not mean by the term precisely what Hirschman appears to, that is, what an individual wishes to desire.
  Hirschman’s use of the term seems to apply to individuals who, for example, hate exercising but wish they enjoyed it.  I refer to such desires as second-order preferences, a term Hirschman uses interchangeably with metapreferences.
  By metapreferences, I mean something larger but more ephemeral.  Metapreferences are the outward bounds of personality, the uber-preferences that cannot be violated while remaining in some important respect the same person.


Counting the citizen’s post-modification preferences exclusively respects their autonomy.  Humans’ decision-making process is – contrary to the standard assumption of economic theory – remarkably complex.  Far from having clear, transitive, ordered preferences of all possible options, people are often unaware precisely why they have made a particular decision.  Characterizing the citizens’ attitudes toward the wine tasting course as a second-order preference no doubt inexcusably simplifies the actual decision-making process.  Indeed, Henry J. Aaron has characterized the human brain not as a central processing unit that thinks, but rather as a “massive parallel processing system in which the various elements communicate with one another in ways as yet poorly understood.”
  And Paul Slovic has argued preferences are constructed through a complex series of strategies, so that decision making becomes a “highly contingent form of information processing, sensitive to task complexity, time pressure, response mode, framing, reference points, and numerous other contextual factors.”


Faced with such a complex process, it is difficult – if not impossible – to point to some particular point in time and say with certainty, “That choice reveals this person’s true preference.  If this person subsequently chooses otherwise, it will only be because of some manipulation of information or deception, or because of some infringement on her autonomy.”  Given the impossibility of identifying a person’s true identity or preferences, we have little choice but to respect the last-stated choice as that person’s true preference.  Metapreferences – and indeed, even second-order preferences – are insufficiently transparent to the outside observer for ready use in economic analysis.


The alternative leads to gross error.  We might insist on counting only pre-modification preferences.  But this would result in freezing the government’s view of a person’s development at some arbitrary point.  There can be no doubt that people evolve and change throughout their lives.  I cannot improve on J. E. Meade’s eloquence on this subject:

A child’s tastes differ from a man’s tastes.  The child who creeps unwillingly to school at the bidding of his parents prefers uninstructed idleness to learning.  But when he attains manhood he may be grateful to his parents for having compelled him to put learning before uninstructed idleness; he is the same individual, but his preference ordering has changed.

Looking strictly at pre-modification preferences (or choosing which among the new preferences are considered desirable) would thus lead to serious errors in government policy, since the evolution of people’s characters would be ignored.


It may seem contradictory to trumpet the value of autonomy while discussing mandatory government policies.  How can the government be respecting autonomy while imposing preference changes on its citizens?  An individual’s decision-making process seems closely linked to her identity, to her sense of self.  Forced modification of that process feels like an extremely intrusive violation of individual autonomy.


The answer lies in the reason for people’s shift in preferences.  Education works by persuading the mind, allowing metapreferences to be more fully realized by providing more information.
  In the wine tasting example, even though the education was forced on the citizens, the change in their preferences was a result of persuasion, not force.  Governments should be allowed to attempt to instill changes in citizens’ preferences so long as the change occurs by convincing the mind, and not by coercing the body.  The government can require its citizens to hear its arguments, but it should not be permitted to force them to concur in its conclusions.  Thus a mandatory wine-tasting course is permissible, because it operates through persuasion.  But if a drug existed that enhanced people’s appreciation for fine wines, under my view the government would be prohibited from forcibly administering the drug to its citizens.  Drugs work directly on the body, bypassing the mind, and are therefore a form of force.


The wine-tasting example was fairly easy.  Most people who have considered this issue would probably agree that people were better off after taking the wine-tasting course.  Education is generally considered benign, and most of us are comfortable with the notion that what we learn changes us, generally for the better.
  To test the usefulness of my approach, we should examine how it deals with three harder issues:  Jon Elster’s sour grapes,
 Cass Sunstein’s cognitive weaknesses,
 and my own induced altruism.

C.  Sour Grapes


Elster argues that economists should not base their analyses on individual preferences because people adjust their aspirations to their possibilities.
  He draws an analogy to the famous fable of the fox faced with grapes on a vine beyond his reach.  The fox, unable to taste the grapes, persuades himself that the grapes are sour and undesirable.  People, according to Elster, engage in similar behavior, discounting the value of options unavailable to them.  Elster contends that economists would take the fox’s preference at face value, assigning the entitlement to the grapes to someone else because the fox does not value them.
  Instead, economists should recognize that people’s preferences are shaped by their perceptions of the possible and examine the preferences to determine whether they are truly rational and autonomous.
  


I entirely agree with Elster that the government should not be permitted to coerce preference changes by eliminating favored possibilities.  Barring the members of an ethnic minority from law schools, for example, is clearly an act of force and not of persuasion.  Members of such a restricted minority have not been persuaded that the law is too harsh a mistress; they have been physically prevented from pursuing a potentially desirable option.


Nevertheless, I disagree with Elster’s apparent implication that the government should act based on what people’s preferences would be if their options were not limited, as if they had no “adaptive preferences.”
  The fact that options are limited is insufficient justification to discount the resulting preferences.  It is certainly true that initial entitlements are to a large degree determined by legal policy, and that to some degree the government is therefore responsible for the particular limits on possibilities that people face.  But it does not follow that economists should ask what people’s preferences would be without these limits.  All people face limited options, even the most wealthy, well-educated, and powerful.  Individuals’ preferences would certainly differ if the scope of potential action was limitless, but this argument proves too much.  The question for economists is not what people would prefer if they had infinite resources, but rather how best to allocate the limited resources that are available.  

D.  Cognitive Flaws


Cass Sunstein’s challenge stems from another insight from psychology, that people are subject to a variety of cognitive weaknesses that greatly complicate any attempt to discern their true preferences.
  One example of such a cognitive flaw is the endowment effect.  People have a tendency to value an entitlement more if they already possess it.
  To illustrate, one study found that people would demand roughly five times as much money to allow destruction of trees in a park as they would pay to prevent destruction of those same trees.  When they “owned” the entitlement to the trees, they valued it highly, demanding a huge sum to allow the trees to be destroyed.  But when someone else owned the entitlement, the subjects placed a much lower value on the trees’ continued existence.
  

Sunstein argues that the endowment effect undermines the usefulness of economic analysis.  Economists rely on revealed preferences to evaluate the relative merits of different legal rules.  But choosing a legal rule can change people’s preferences.  If the legal rule grants people who live around a factory the right to clean air, they will value that right more highly than if the legal rule instead grants the factory the right to pollute.  Since legal rules transform preferences, it is circular to rely on the new preferences to justify the choice of legal rules.


There are many more examples of similar cognitive defects.  People tend to give more weight to the status quo then would seem warranted according to rational choice theory (the status quo bias).
  The endowment effect is a particular example of the status quo bias.
  The impact of a fixed reduction in an event’s probability on people’s consciousness is greater when the event was initially certain than when it was merely likely to occur (the certainty effect).
  People prefer to avoid extremes when given a spectrum of possibilities (extremeness aversion).
  Adding options can therefore shift people’s revealed preferences, so that the framing of the question can affect the answer.
  After an event occurs, people often raise their estimation of its ex ante probability (hindsight bias).
  People tend to view themselves as more capable than they are, and also tend to believe that unpleasant events are less likely to occur to them than to other people (optimistic bias).
  Risks seem more certain to people who can easily think of examples of such risks occurring (availability).
  People may incorrectly assess the probability of an event by adjusting some arbitrarily chosen initial “anchor” point (anchoring), or reasoning from past cases (case-based decision).
  Finally, people are more sensitive to losses than they are avaricious for gains (loss aversion), and whether an event is perceived as a loss depends in part on how the event is framed.


All of these heuristics and biases have the potential to produce different revealed preferences under the same set of facts.  Preferences that shift when the same question is asked different ways seem a slender reed on which to rest justifications for government policy.
  

Sunstein concludes that these cognitive flaws eliminate government’s ability to be neutral in regard to people’s preferences.  Instead, some decision must be made about the desirability of fostering different preferences.
  Sunstein recognizes the dangers of this path.  If government policy forms individual preferences, then perhaps no preference can be considered truly autonomous.
  How then should the government decide which policies to implement?  If people’s preferences are endogenous to government policy, then their objections can be met by forming policies that will eliminate their taste for such objections.  Government’s power will then become nearly absolute. 


Sunstein attempts to block the path to tyranny by limiting the categories of preferences that the government can justifiably modify to four:  (1) when the majority has a collective desire to bind itself against fulfilling its own misguided preferences; (2) when preferences are the result of addictions, habits and myopic behavior; (3) when preferences are based on inadequate information; and (4) when preferences are a product of legal rules granting entitlements.
  


Three of these categories appear to me unobjectionable.  The first two are examples of people choosing to modify their first-order preferences to better fulfill their second-order preferences.  The third is simply my education case.  None of these involve the government attempting to persuade by force instead of reason.  

But the fourth category appears so large as to admit of no natural stopping point.
  If, as Sunstein argues, people’s preferences are largely the product of government policies granting initial entitlements, then what preferences are not covered by his second category?  Moreover, Sunstein’s approach says nothing about the methods a government may employ to modify preferences, leaving the door open to modification by force.  Just as importantly, even for the three narrower categories, how should the government decide which preferences are desirable?  Sunstein acknowledges the need for some substantive theory to allow the government to evaluate preferences, but does not suggest where we should turn for such a theory, nor does he explain how such a theory should be justified.


I believe the answer to Sunstein’s heuristics and biases dilemma is somewhat simpler.  Sunstein’s cognitive flaws are not examples of the problem of manipulated preferences but rather of indeterminate preferences.  Preferences in these contexts are so easily transformed because they are not deeply held.  The cognitive defects generally occur either in comparisons between incommensurable goods, such as tradeoffs between money and lives, or in risk assessment.  These are both areas in which people have difficulty making decisions.
  Since people are likely tentative about their preferences in these areas, it is perhaps unsurprising that their responses differ depending on how the question is framed.  

E.  Induced Altruism

A fourth problem posed by shifting preferences is induced altruism.  Common experience indicates that people sometimes behave altruistically.  Whether the root of altruism is egoistic – motivated by a desire to reduce negative feelings produced by perceiving another’s distress or to enhance self-esteem by obeying social norms – or truly selfless, the end result is that the altruist adopts another’s preferences, at least to some degree.  That is, by definition behavior is altruistic only because the actor would not choose to engage in the behavior if she followed strictly her own interests.  Instead, the altruist acts to further the preferences of another.  


The occurrence of this behavior appears dependent upon environmental factors.  For example, people are more likely to behave altruistically (that is, contrary to their own interests, narrowly defined) when they perceive another in need, when that need is particularly salient, and when they feel attached to the person in need.


These observations may suggest that altruistic behavior can be induced by manipulating the actor’s environment.  There are many situations in which it may seem desirable to legal policymakers to manipulate individual preferences this way.  For example, it might be advantageous if corporate managers adopted the preferences of their shareholders.  Is this a permissible manipulation of preferences?


I believe that it is.  Although the mechanism by which environmental stimuli promote altruism is unclear, it seems likely that the process is largely cognitive.  If so, then providing an environment that promotes altruism is closely analogous to the education scenario.  Individuals are persuaded to behave altruistically by a perception that another person who is close to them is experiencing a type of need that is salient.  If I am mistaken, however, and altruism is a largely unconscious response, then perhaps the government should refrain from manipulating altruistic emotions.  But it seems unlikely that as complicated a behavior as altruism could by-pass higher-level thought processes.  

Moreover, even if altruism is an unconscious response, there may be an argument for permitting the government to induce altruistic behavior in individuals who have voluntarily assumed a duty to behave altruistically.  Corporate officers, for example, agree by virtue of their employment to take on fiduciary duties towards the corporation’s shareholders.  In a sense, corporate officers promise to behave altruistically toward the shareholders, to take on the shareholders’ preferences as their own.  It would be difficult for such officers then to protest government policies that help induce the behavior that the officers have already agreed to exhibit.

F.  Neutral Preference Theorists


While I disagree with some of the applications of Elster’s and Sunstein’s theories, I concur entirely with their general approach of examining the effects on individual autonomy of state action to modify preferences.  There are a group of theorists who take a very different approach, however, and I should say at least a few words about them.

Authors such as Sidney Schoeffler,
 Gary Becker,
 and John Harsanyi
 attempt to retain economists’ traditional neutrality toward preference content and origin. Schoeffler contends that when a new legal rule is preferred under both the original and modified preferences (or alternatively when the new rule reduces welfare under both sets of preferences) then the new rule clearly is beneficial (or deleterious).
  Becker employs a more sophisticated approach, counting both welfare under current preferences and expected utility under modified preferences (discounted to present value) to determine if a change in the legal regime is recommended.
  Harsanyi advocates matching equivalent indifference curves on the graphs of the two sets of preferences, allowing a direct comparison of the utility fostered by each set of preferences.

I believe these approaches are all deeply flawed because they fail to account for the possibility that preference changes are the result of force or deception, a violation of the principle of individual autonomy that lies at the core of economics.  Preferences imposed by force should not stand on the same plateau as those voluntarily assumed.  A person who is daily injected with heroin may be happier in some sense, but few would argue that we should permit the government to drug its citizens to render them more content.   

Even when force is not at issue, these approaches fail to account for evolving personalities.  Each of these theories attempts to equate the old preferences with the new.  When preferences change due to voluntary character shifts, however, the new tastes should receive lexical priority.  Treating old and new preferences as moral equivalents denigrates strivings for self-improvement and violates the fundamental principle of autonomy – the right to self-determination.

G.  Conclusion
This paper has discussed the problem inherent in economists’ approach to evaluating competing legal rules:  preferences, the yardstick of welfare, are a function of legal rules.  Far from being fixed as economists generally assume, preferences shift when laws change.  I have attempted to demonstrate that the new set of preferences should generally count, so long as the transformation was effected through persuasion and not force.  This approach satisfactorily deals with challenges stemming from various aspects of human behavior such as sour grapes, cognitive defects, and altruism.
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