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1. Introduction

A necessary result of the transition process are changes in both institutions and financial markets. However, ten years into transition, institutions and financial markets still pose problems for the reforms taking place in Central and Eastern Europe. This reveals deficiencies in these two main policy areas. Although there have been efforts to analyse these problems, experts in institutional economics have concentrated on the improvement of institutions in general, whereas those specialising in financial market theory have focused solely on financial markets. At an early stage, it became clear that a close relationship exists between financial markets and institutions (Levine 1997, 690): “Moreover, ‘third factors’, such as a country’s legal system and political institutions certainly drive both financial and economic development at critical junctures during the growth process.” Institutions, as factors of the ‘third type’, provide an important framework, without which improvements in the financial system could not take place. 

Previous attempts have been made to analyse the significance of institutions and financial markets and the relationship between them. Econometric studies on transition countries (cf. Pistor et al. 2000) show that the institutional framework is important in making financial markets work and in promoting economic growth. However the causal relationships behind this are by no means clear. After a review of existing studies, Aron (2000, 99) comes to the conclusion: “The evidence suggests a link between the quality of institutions and investment and growth, but the evidence is by no means robust.” One possible reason for the existence of further inconsistencies is that the studies are based on widely differing definitions of what constitutes an institution, a financial market or a financial system. This is clearly because institutional economics and financial market theory are separate fields of research.

In the next section, an overview of the theoretical framework will be provided; important links between the theories of institutional economics and financial market theory will be demonstrated and the use of terminology will be clarified. The relationship between institutions and the financial system in transition countries will also be sketched. 

2. Institutional Economics: the basics
While institutional economics has gained importance over the past few years and already achieved wide recognition, it is a relatively recent field of specialised economic research. . Thus, we briefly recapitulate its most important concepts before progressing to an in-depth study of the relationship between institutions and the financial system. 

What is an institution?

When considering the economic problems associated with transition countries, one must always conclude that “institutions matter”. An institution is usually defined as a conglomeration encompassing a country’s laws and institutions, its private organisations and the behaviour of the individuals within it. However, economic research - institutional economics included - has not yet reached unanimous agreement on the definition of an institution.

In rough terms, an institution can be defined in two ways: as either the results of a game or as the rules of a game (Voigt/Engerer 2002). Thus, on the one hand, it can be seen as the established social norms that exist between agents as the outcome of a game. On the other hand, Douglas North (1990, 3) tells us: “Institutions are the rules of the game in a society or, more fundamentally, are the humanly devised constraints that shape human interaction”. According to Ostrom’s (1986) definition, an institution can be further subdivided into (at least) a rule component and an enforcement component. The latter component lays the foundations which allow violations of the rules to be punished, thus validating the institution. In transition countries, where laws often exist only on paper, examining the enforcement component is vitally important. 

One must also distinguish between institutions and organisations. North (1990, 4f) differentiates the rules from the players in an organisation or – figuratively speaking – the team of players. He assumes that organisations such as companies, unions etc. have a particular purpose or aim (the maximisation of profit, for example) and develop specific strategies and capabilities in order to achieve it. The relationships among the agents within an organisation – in contrast to those within an institution – are thus modelled according to contract theory (cf. principal agent theory). The motivation and behaviour of political agents has recently been made the subject of research as well (cf. public choice theory).

The approach using rules of the game and agents enables us to differentiate between different strands of research. One area deals with the question of how agents (further) develop and put their capabilities and strategies into action within a given institutional framework and what governance structures exist within organisations. Another area deals with the effects that alternative institutions have on the agent’s behaviour. Thus, there is a general differentiation within this field of research between the effects of given exogenous institutions on existing organisations and the specific effects of alternative institutional arrangements.

While research on Western industrialised countries concentrates mainly on the first strand of research, the analysis of the effects of alternative rules of the game is of particular interest to transition countries, whose institutions have in many cases required fundamental reforms. Transition countries also are confronted with the basic issue of why and how institutions exist at all. While the “how” can be modelled as interaction among individuals (for example, using game theory), the question of “why” institutions exist requires us to define their main functions.

Why do institutions exist and how do they emerge?

The purpose of institutions is to reduce uncertainty. Uncertainty exists when individuals have an incomplete idea about a (future) state of affairs, and when they are unable to calculate the benefits of the variety of options open to them.
 In this case, one cannot assume that decisions will be completely rational. According to Simon (1955), agents only possess bounded rationality. Heiner (1983) speaks of a CD gap between an agent’s competence in assessing a situation and the decision problem he or she faces in choosing the best possible solution. The bigger this gap is, and therefore the more uncertainty there is, the greater the incentive to establish rules that provide guidelines for individuals on how they should behave and what kind of behaviour they can expect from others.

Even when agents cannot form a judgement about the likely future state of affairs, they can still reduce their level of uncertainty and their lack of knowledge, for example by collecting and using information and by negotiating and enforcing contracts. The procurement and processing of information and the initiation and enforcing of contracts are, however, not without cost. Instead, positive transaction costs accrue. Williamson (1990) describes transaction costs as the economic counterpart to the concept of friction in physics. According to him, it is useful to distinguish between ex-ante (for example, drafts and negotiations) and ex-post costs (for example, contract alterations and enforcement). Richter/Furubotn (1996, 49) include in transaction costs the costs associated with the establishment, preservation and alteration (fixed and variable costs) of a social order.

Uncertainty, which is also associated with imperfect knowledge and, therefore, with positive transaction costs, ultimately accounts for the creation and continued existence of institutions. As a result of the radical upheaval in Central and Eastern Europe during the late 80s and early 90s, the incentive to create institutions should have been particularly high. However, it can be shown that, even in times of high uncertainty, risk-seeking individuals (among others those in the shadow economy) try to ensure their own advantages by impeding the creation of institutions. From this, it can therefore not be assumed that all social classes have an equal demand for (legal) institutions. Even in a comparatively stable environment, the creation of institutions is not inevitable.
 Agents first have to reciprocally declare their interests, so as to co-ordinate their objectives and establish common rules. The creation of rules is linked with the ‘free rider’ problem and the problem of collective action. The agreement on rules causes costs, among them the costs of co-ordination. Each agent has an interest in concealing the benefits he or she would accrue from the creation of an institution, so as to reduce his or her contributions, first to the costs of creating such an institution and second to its running costs. The individual thus has an incentive to behave like a free rider. The larger the number of agents that have to be co-ordinated, the bigger, in theory, the co-ordination problem. Or, to look at it from a different perspective, in small communities, where all the agents know each other and co-operate closely with one another, there is a better chance that agreement on institutions will be reached. Here, at a safe distance from the “real world”, the level of uncertainty is relatively low, the level of information high and the transaction costs minor.

What types of institutions exist?

Institutions consist not only of the rules and mechanisms that are created and enforced by the state. Aside from these external institutions, which are ultimately founded on the state’s monopoly of power and which play an important role in Western countries, there are also internal institutions. These include ethical rules, traditional behaviour and conventions and are not enforced primarily by the state but by (social) self-enforcement mechanisms. In general, internal institutions develop in relatively small communities or groups where the collective action and free rider problems are easier to solve and where it is easier to agree upon and enforce rules. 

The enforcement mechanism allows us to differentiate external from internal institutions (state monopoly of power versus social self-regulation) on the one hand and to distinguish different types of internal institutions on the other. An overview is provided by the following table: 

Table 1: Types of institutions

	Kind of Rule
	Kind of Enforcement
	Type of Institution

	1. Convention
	Self-enforcing
	Type 1 internal

	2. Ethical Rules
	Self-commitment of the actor
	Type 2 internal

	3. Customs
	Informal societal control
	Type 3 internal

	4. Private rule
	Organised private enforcement
	Type 4 internal

	5. State law
	Organised state enforcement
	External


Source: Voigt/Engerer 2002.

If external institutions are not available, then an ‘institutional vacuum’ (Koop/Nunnenkamp 1994) cannot just simply be assumed to exist and internal institutions should be investigated instead. The importance of internal institutions was relatively high, at the very least, at the beginning of the transition process, when the state found itself in a legitimisation crisis and could not or could only partly function as a provider and enforcer of external institutions. When examining the relationship between external and internal institutions, it should be taken into account that internal institutions, in theory, compensate for a lack of external institutions; they are, in other words, substitutes. However, the relationship between external and internal institutions can also be neutral or conflicting.

The differences between external and internal institutions provide a starting point from which to pursue the question of why inefficient institutions continue to exist in a globalised world. One assumption is that internal institutions adapt at a relatively slow pace and (at least partly) elude intentional change. The sluggishness of internal institutions also accounts for the path-dependency of institutional change. This again means that alterations of external institutions should take into account the lethargic processes at work in existing internal institutions. Thus, when attempting an international transfer of external institutions, care is required, and the transition countries provide many examples of the limitations of such institutional imports. In addition, the sluggishness of internal institutions helps explain the institutional diversity that can even be found in Western European countries, whose external institutions display a certain similarity (see below).

Why are institutions important?

The idea that institutions matter is widely accepted. In order to properly assess the importance of institutions, they have to be identified, measured and evaluated (institutional accounting). It is not enough to examine external institutions alone; internal institutions should also be included in the analysis. The latter are, however, difficult to identify, among other reasons because they usually do not take any fixed or officially recognised form, and because both their shape and importance differ widely from country to country owing to cultural differences. Therefore, cross-country comparisons usually only include external institutions. Due to identification and evaluation problems, institutional accounting is largely still in its infancy. 

The transition indicator developed by the EBRD offers a starting point for the evaluation of external institutions, and takes into account, for example, the general legislative framework, enterprise restructuring, competition policies and financial market reforms. The quality of institutions is incorporated into a legal effectiveness indicator which tries to capture the enforcement of rules. This has improved the evaluation of external institutions, but the incorporation of internal institutions remains difficult.

Most of the recent empirical studies on institutions have concentrated on investigating the relationship between institutions and growth. Both subjective evaluations using surveys and interviews and objective valuations based on macroeconomic data have been employed.
 Owing to institutions’ complexity, their quality is mainly measured through individual or compiled proxy indicators. According to Aron (2000, 106), who provides a detailed overview of the most recent studies, the components of indicators can be divided into five categories: 1) quality of formal institutions (using surveys and investors’ risk ratings) 2) measures of social capital (the intensity of social participation and organisations) 3) measures of social characteristics (ethnic, cultural, historical and religious factors) 4) characteristics of political institutions, including constitutional rights and description of the type of regime (democracy or dictatorship) 5) measures of political instability (including strikes and changes in the executive). The relationships between institutions and growth for the above five categories are according to Aron (2000, 115pp) as follows: 1) Institutional quality and growth are positively correlated (a deficiency in institutional quality goes hand in hand with political instability). 2) A weak correlation exists between social capital and growth; there are also, however, positive and significant correlations with some measures of formal institutional performance (bureaucracy index). 5) Ethnic diversity is negatively correlated with institutional quality for social characteristics. 4) For political institutions one result is that due to implementation problems, the creation of a new constitution is not significantly correlated with institutional efficiency or growth. 5) Political instability, such as revolution or civil war, is negatively correlated to per capita growth. 

However, the correlation between institutional variables and growth only demonstrates that a link exists between the two; it does not tell us anything about the direction of causality. One must differentiate between direct and indirect effects. Thus where unstable general conditions (e.g. uncertain rights of ownership) exist, the planning horizon of agents is short and low capital-intensive technology and small businesses predominate. High transaction costs can also (for example, when rent-seeking behaviour exists or when bribery is commonplace) lead indirectly to a fall in the volume of investment.
 While there are indications that a deficiency in the quality of institutions has a negative effect on the volume of investment and thus leads indirectly to lower economic growth, only weak evidence of a direct relationship exists. Aron (2000, 99) establishes, as previously quoted in the introduction, that: “The evidence suggests a link between the quality of institutions and investment and growth, but the evidence is by no means robust.”

As is the case for the relationship between institutions and growth, the interdependencies between financial markets and growth have remained mainly unexplained (see below). It is even more difficult to establish a stable and causal relationship between financial markets, institutions and growth on the basis of econometric analysis. 

3. The Financial Market and the Financial System

The definition of institution as rule and sanction mechanism, allows us to consider a  financial system as a bundle of external and internal institutions (financial institutions) that apply specifically to the financial market (financial institutions). The financial market is, so to speak, the playing field for agents, while the financial system itself provides the rules of the game. The value of shares and conditions for loans are negotiated in detail by agents in the financial market. The financial system formulates the necessary rules for the conclusion and execution of transactions. This approach involving game rules, playing fields and players has not, however, really been incorporated into theoretical studies. In principle, financial market theory concentrates on the behaviour of individual players in the financial market under the assumption of exogenously given institutions. In doing so, it uses some components of new institutional economics (e.g. transactions costs and the principle agent theory).

The Existence of Financial Intermediaries and their Decision-making Process

The financial market is  unique . Like no other market, the financial market is confronted with the phenomenon of market failure. Standard textbooks attribute the inherent forms of market failure to asymmetric information between agents (e.g. Mishkin 2001). Asymmetric information, which is discussed particularly in principal agent theory, occurs for example when the principal (e.g. employer) is inadequately informed about his agents (e.g. the health or motivation of employees). It is necessary to differentiate between asymmetrical information present before the contract was concluded (adverse selection) and asymmetric information available afterwards (moral hazard). The decisive element in both cases is that the principal cannot close this gap or can only close at high costs. In financial market theory the existence of such transaction costs is deemed responsible for the emergence and existence of professional financial intermediaries. According to Diamond (1984), a financial intermediary fulfils important tasks: collecting and lending money but also selecting potentially successful entrepreneurs. After lending, it is the intermediary who monitors the  companies’ activities, and who thus plays an important role in corporate governance. For their part, financial intermediaries are supervised by investors; in Diamond's model bank supervision is organised privately. While Diamond investigates efficiency gains that arise through the existence of professional lenders (banks), other studies (Greenwood/Smith 1995) analyse those efficiency gains that are brought about by the existence of stock markets. Both effects result from economics of scale; professional financial intermediaries are able to reduce transaction costs because they developed a special expertise in evaluating innovative projects. It is, however, necessary to emphasise that the existence of financial intermediaries does not lead to zero information and transaction costs. 

Therefore for the financial intermediary it is necessary to deal with the asymmetric information problem. In principle, the asymmetric distribution of information is accompanied by an asymmetric distribution of risk. Stiglitz/Weiss (1981) ascertained that financial intermediaries, when acting as lenders, take into account not only the potential rate of interest to be agreed with the borrower, but also – and more importantly – the expected risk- and cost-adjusted yield, which must include a calculation of the possibility that the debtor will default. In calculating how to maximise profit on the basis of the expected risk- and cost-adjusted yield, the financial intermediary only considers the rate of interest to be one factor among many. In this argumentation, the readiness of the prospective borrower to pay a high rate of interest indicates the presence of a bundle of risks, of which the creditor is unaware. As the offered rate of interest increases, so does the risk of a default. If the lender focuses on the rate of interest offered, he faces the problem of adverse selection. Therefore the lender is acting in a rational way when he takes both the fundamental reduction of risk and the offered rate of interest into account when calculating the expected risk-adjusted yield. From the borrowers point of view, the   credit supply  is not fully interest-rate elastic. This supply behaviour might work as credit rationing. 

The models above examine the consequences of an asymmetrical distribution of information in a climate of bilateral business relations. Contract law is assumed as an existing, well designed external institution. However, even when a financial intermediary would solve the information deficit problem on a bilateral level, he is still confronted with uncertainty. This results on the one hand from the uncertainty over future events. On the other hand there exists systematic risk brought about by the close relationships among financial intermediaries. To make it clear, while non-systematic risk of an asset does not affect the return of other assets, the systematic risk does. In a portfolio consisting of many different assets, the non-systematic risk becomes less important. At the same time the influence of the systematic risk increases. However, different assets are affected by systematic risks to different degrees. Therefore it is  advisable to set up quality standards for the assembly of credit portfolios by financial intermediaries in order to limit the destabilising influence of parallel behaviour. 
 This is nothing other than the creation of rules, which do, however, need to be enforced. This raises the question who monitors the monitor? One solution to this problem is to establish supervisory bodies with the authority to impose sanctions.

The financial market models presented above show that the existence of financial intermediaries and supervisory bodies in the real world can only be explained when positive transaction costs are assumed. This differs from neo-classical theory, which assumes no friction and no transaction costs, as well as an exogenously given framework. As in neo-classical models, the financial market models do not portray the state as a self-interested agent.

The State's Role as Creator of the Financial System

In Western economies, one of the  state’s most important tasks is to lay down the rules of the game for the financial market. The need for state regulation is derived in financial market theory from the existence of asymmetrical information between agents and from the time lag associated with the completed payment obligations and transactions (Stiglitz 1994). This refers indirectly to positive transaction costs, bounded rationality and ultimately uncertainty, which all, according to institutional theory, account for the existence of financial institutions.

It should be noted that financial institutions are a subsystem of the general institutional framework. North (1990, 66) shows that the financial market is integrated into a complicated framework of limitations. The institutional spectrum ranges from specific (financial markets) to general institutions.
 In Western market economies, the central role of the state as provider of external institutions is represented by supervisory bodies on the financial market. Recent discussions of this problem have asked whether  it is possible and rational – in terms of efficiency – for private credit institutes to carry out monitoring functions in a more decentralised manner. However, this does not call into question the institutional hierarchy.

In transition countries the state has to first establish itself as the  creator of the financial system. And at the beginning of transition an institutional hierarchy is usually not given. This means that the external institutions in the financial market cannot be assumed as being exogenously given. Whether or not they come about and how they are actually designed depends on the supply of and demand for financial institutions. It may occur that the state or its agents have little interest in providing market styled  institutions. This  would increase transparency, thus improving control of the behaviour of state agents. This again reduces the possibility of these agents, as players, influencing the financial market. On the demand side, one must first ask whether there are groups who support the creation of external financial institutions (problem of collective action). When they do exist, then it should be asked whether these groups (e.g. banks and investors etc.) can actually assert themselves, especially against agents in the shadow economy who usually have an interest in the creation of completely different internal institutions. In transition countries, it is not just a question of what financial institutions should look like and which existing western financial system should be adopted (see below). Rather, the question is a larger one: whether conditions fostering the development of institutions exist at all. 

The State as Player on the Financial Market

In general the state is understood to be a neutral agent of the financial system. It can, however, use its role to adjust basic conditions on the market to its advantage. It can, for example, set the interest rate ceiling, so that it reduces the debt servicing burden on the budget. In such cases, the state has the double role of “creator” and “player”.

In financial market theory, state intervention of this kind is labelled as “financial repression”. This characteristically leads to budget relief, but as it does not require funding from the public budget, state quotas in this area remain unaltered. This can also lead to indirect and unrecorded increases in income, that is, to a reduction of expenditure for the public budget. Typical symptoms of financial repression include low or negative real interest rates owing to state intervention in the financial sector, and fluctuating high inflation rates, which lead to the possibility of an inflation tax (McKinnon 1973, Shaw 1973). A broader definition of financial repression (Schrooten 2000) includes central bank credits to the government, preferential lending rates to some sectors, currency regulations, weak protection of creditors’ rights, state tolerance of defaults and a discretionary taxation policy. Watering down existing taxation principles (and therefore the rules) is also linked with these kinds of interventions and forms of regulation. This process makes it harder for the people affected by this type of selective regulation to overcome the problem of collective action. 

The extent to which the state can further influence the allocation of resources in the financial market is even important in transition economies, which are faced with the urgent need to fundamentally change their conception of the state. It should be noted that, in transition countries, the state is confronted with particular problems due to the inadequate functioning of general institutions (taxpayer dishonesty is a clear example of this). In addition, the state (i.e. state agents) has to prove that its behaviour is democratic and overcome its problem of legitimisation. All in all, the chances and limitations of financial repression obviously differ in established market and transition economies. 

The Importance of National Financial Markets

Theoretical research has already suggested that the growth potential of a nation’s financial market is considerably influenced by its basic institutional conditions. 

To support this empirically, it is first necessary to quantify the performance capacity of the financial sector. It is, however, a matter for debate whether this should be measured at all.

Current literature on the financial market assesses the financial sector’s performance capacity in the framework of its influence on overall economic growth. The standard indicators used deal first and foremost with the activities of commercial banks, while the financial market proper or which shares are traded is frequently left out. This limitation means that the relationship between financial systems and growth has above all been researched in the past using developing and newly-industrialised countries, in which the organised trade in rights of ownership (stock markets) plays a very limited role in the external financing of companies. The “standard indicators” were developed from a set of empirical studies, which are linked with the names of Robert King and Ross Levine. In their empirical work, King and Levine included various variables that reflected overall economic growth. These included:

· per capita growth rate 

· real per capita capital stock growth rate

· productivity growth

The following rates of change were explained by the financial market indicators:

· size of the financial sector

· participation of the private and the government sectors in financial transactions

· interest rates (insignificant)

· institutional arrangements

King and Levine’s argumentation used a cross-sectional approach. Their analysis included data from 77 market economies in different stages of development over a time period of 30 years (1960-89). The authors found the following to be of fundamental importance for overall economic growth:

· The “financial depth” of the financial sector measured as M2/gross domestic product. This measures the intermediation capacity of commercial banks: the higher the quotient value, the higher the overall economic dynamism. The causality was not examined.

· The ratio of claims on the private sector to  total domestic credit and the ratio of claims on the private sector to gross domestic product. The participation of the private sector in the credit available in the economy is expressed by both indicators. At any one time, the higher the share, the more dynamic the economic growth.

· Institutional arrangements measured by the share of credit assigned by the commercial banks. The mirror image of this indicator shows the state’s direct influence on lending.

Later studies (Levine 1999; Beck/Levine/Loyaza 1999; La Porta et al. 1998) attempted to include additional indicators that reflected selected basic legal conditions which were relevant to the financial sector. The focal point is the rights of creditors, the enforcement of current law, the valuation of the economy’s statutory accounting requirements and current law (tradition). The empirical studies that concentrate on market economies come to the conclusion that all these variables are strongly correlated with the financial market indicators and at the same time produce the expected results. The study by Levine (1999) also shows that financial intermediation is more developed in those countries where laws are enforced and breaches of contract punished, where the protection of creditor’s rights has priority and companies have to declare all relevant information, than in countries with weaker law enforcement. 

A better standard of financial intermediation leads, according to Levine, to higher growth. This, however, all depends on the state being the neutral player in the financial system and on it renouncing a double role.

Countries suffering from a weak financial sector can carry out certain reforms to increase efficiency and generate higher growth rates. The question arises why these countries do not use other countries’ existing financial institutions, which have already been tested and whose performance has been found to be satisfactory.

Financial System Diversity and Convergence 

A comparison of established market economies’ financial systems shows that national financial institutions differ. A reason for this might be that players (i.e. their importance and their objectives) are not identical throughout the individual national financial markets. Because of the fact that the state – as already explained – defines, to a certain extent, the sphere of its capacities to intervene in financial transactions, this varies from country to country. A further reason might be that the composition of internal and external institutions varies due to cultural differences (this has not previously been investigated). It could be assumed that the observed financial system diversity is, at the very least, partially determined by culture and history (Thakor 1996).

In order to investigate the financial system, western countries can be differentiated according to their legal traditions and first and foremost according to their external institutions. One the one hand, there are states with English legal traditions (common law) and on the other, those with Roman-Germanic law (civil law). While common law is mainly based on case law, where precedents are built up over a long period, civil law is based on laws which are recorded in statutes. According to LaPorta et al. (1998), common law countries include England and the USA, while Scandinavian, German and French legal systems can be considered to be special forms of civil law. The authors are of the opinion that the prevailing legal tradition is decisive in deciding how well investors are protected. The quality of this protection can also be influenced by the choice of a suitable legal system, although, according to the authors, most countries have had their legal system forced upon them by colonisation or conquest. This would mean that: “(t)he legal family can therefore be treated as exogenous to a country’s structure of corporate ownership and finance” (LaPorta et al. 1998, 1126).
 Transition countries have mainly carried over the traditions of their pre-socialist eras in choice of legal system and rooted themselves in the continental law tradition. Pistor et al. (2000) shows that laws were better enforced in those transition economies that could draw on their own historical civil law traditions. 

Even inside a legal family, considerable differences can exist between financial systems, e.g. between the structures, tasks and authorities of the different national regulatory bodies. The supervision of the banking sector, the securities market and the insurance industry can all be covered by the same regulatory body or be divided between several supervisory authorities.
 It is also possible either for the Central Bank to supervise banks or for an independent supervisory body to be appointed to do so. Accordingly, in half the Western European countries, the Central Bank was the supreme supervisory authority and in the other half, this role  was  taken by independent authorities. Both solutions have their advantages and disadvantages: the central bank is first and foremost responsible for ensuring a country’s financial stability and has to oversee the situation in the banking sector with this in mind. This can lead, however, to a moral hazard problem: for example when a central bank protects a bank in a precarious financial situation from looming financial crisis. This, in turn, could call the credibility of the central bank into question, thus supporting the idea that monetary policy and supervision of the banking sector must be kept separate. Moreover an independent authority is in a better position to concentrate on its supervisory function and thus better supervise the complex processes that take place in the banking sector. This increases transparency and contributes to stabilisation of expectations. In the past, banking crises occurred more frequently in those countries with separate bodies to deal with such issues (European Parliament 1999, 27). This does not mean that the central bank solution is the best alternative: many other factors also play an important role, including the extent of competition in the banking sector and the willingness of the country’s government to close insolvent banks. These factors will also be important for transition countries. 

The differences existing between the diverse legal traditions, but also those that occur within the each individual legal system, confront the EU countries with an important task. Since the creation of a single market for goods and services, the EU has been trying to harmonise the varying financial systems and create a single market for financial services. Individual countries are, however, reluctant to give up their individual financial market structures in favour of greater conformity. Not only does the sluggishness of the financial market play a role, but also a reluctance to relinquish national external financial institutions. It can therefore be assumed that the process of convergence will take some time. This does mean that transition countries, in particular those who wish to join the EU, only have a fuzzily defined target to aim for at the moment when developing and adapting their financial systems. The mostly vague guidelines that have already been agreed upon do not offer them the possibility to import institutions comprehensively; thus they will have the opportunity to become involved in the development of guidelines for the financial single market. It remains to be seen whether the European financial systems will achieve the degree of convergence that would be desirable.

4. And finally...
Combining institutional economics and modern financial market theory has demonstrated that the state, as both the creator of the rules of the game and as  a player on the financial market, can have a considerable influence on the allocation of financial resources. However, the rules it creates must also be supported by existing internal institutions. So far, existing country studies focus only on the impact of external institutions on economic development. But if generalisations are to be made, then both dimensions are needed.  Nevertheless, it remains difficult to measure the quality of all institutions and their impact on growth. 

Transition countries are one example of the state’s role as creator and player in the financial sphere. In these countries it would be extremely important for the state to set clear rules for the game. However, this is obviously not taking place. Instead, the state is an important player in financial markets. But what is more important is that it often switches unpredictably between the role of the creator of rules and the player in the financial field. Our further research will be on this topic.
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� In contrast to this, under risk, individuals could try to anticipate possible scenarios and their probability.


� See for theories on the emergence of institutions Engerer (2001)


� The absence of conflict is also not guaranteed within internal institutions. Franzen/Haarland/Niessen (2000, 132) note a surplus of values instead of a value vacuum or a value jungle, which leads to the emergence of differing (mainly old and new) informal institutions, which in principle fulfil the same purpose. As long as old and new values exist alongside each other, individuals have to live in a certain climate of ambivalence.


� The Transformationsbarometer Osteuropa 2000 (Franzen/Haarland/Niessen, 116 onwards) offers a rough comparison between various transition countries of the changes in values and in part the change of internal institutions.


� Aron (2000, 114) confirms in his discussion of the endogenity problem that subjective valuations run the risk of being influenced by growth forecasts and political events. 


� The measurement of transaction costs offers an starting point from which the quality of institutions can be indirectly determined. However this concept is, according to Benham/Benham (1998), associated with the following problems: 1) There is no universally accepted definition for transaction costs. 2) Transaction costs cannot always be separated out from transition costs, which occur in production. 3) When transaction costs are prohibitively high, transactions do not take place and therefore no measurable costs occur. 4) The Law of One Price does not apply. Individuals within a society can be confronted with differing transaction costs. Owing to these measurement problems, only a few attempts have previously been made to determine transaction costs for the economy as a whole (Wallis/North 1986). In the main, only a section of the economy is singled out, so that the transition costs occurring within it can be better identified and sectioned off.


� The equity position regulations of the Basle Bank for International Settlements are an outstanding example. 


� North (1990, 66) lists: “The costs of capital, for example, was in part determined by an elaborate structure of financial intermediaries, whose interconnections among consumer credit and mortgage markets, stock markets, and bound markets were constrained by a complex structure of governmental constraints and regulatory agencies [...]. Moreover, behind the supply of and demand for capital are still other institutions and organizations such as title insurance and credit ration bureaus. Probing still more deeply into the institutional structure reveals political institutions that define formal constraints.”


� For example the discussion in the framework of the New Basle Capital Accord on a stronger application of internal risk measurement models by banks. The applicability of the procedure and its monitoring do stay under the control of supervisory bodies. 


� It can in practice be observed that most common law countries are dominated by a stock market orientated financial market, which specialises in the completion of transactions of rights of ownership. Thus in the USA company activities are mainly financed through tradable shares, bonds, futures and options (market based system). In civil law countries like Germany, but also in many of the countries in the  European EMU, a bank-based financial market has developed, which mainly uses loans.


� See European Parliament (1999, 30ff) on the advantages and disadvantages of both methods.





